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11. Summary of the new findings of the thesis:  

In this thesis, we focus on research and development of Seq2Seq deep learning 

models for natural language processing, specifically addressing the tasks of paraphrase 

generation and text summarization. The Seq2seq model, in its general form, consists of 

two components: an encoder to encode information from the input sequence and a decoder 

to generate responses. The thesis concentrates on enhancing the existing machine learning 

model structures, with a primary emphasis on improving the encoding stage of the input 

sequence to adequately represent hierarchical semantic relationships within the input text. 

The second issue the dissertation addresses is the improvement of the decoding component 

to generate output sequences that align with the objectives of each specific task, meeting 

content requirements and imposed constraints. Thus, the thesis is dedicated to the 

enhancement of Seq2seq machine learning models by effectively encoding information 



 

from the input text and generating output text that satisfies the content and other 

constraints. In addressing these challenges, the thesis has obtained results and contributions 

including: 

- Proposed a hierarchical text representation method in the sequence-to-sequence 

model for the abstractive summarization task. The research focuses on integrating hidden 

representation layers with hierarchical representation levels of structural components in the 

text, from low to high, to enhance the understanding and modeling of relationships between 

structural components in the input text. The proposed model with experimental results have 

been published in the proceedings of the International Conference on Knowledge and 

Systems Engineering (KSE), 2021. 

- Proposed improvement in attention mechanisms within the sequence-to-sequence 

model. The first proposal is an attention penalty coefficioent mechanism that enhances the 

attention scoring model by introducing penalties to better differentiate the roles of words 

in the input text for text paraphrasing. The proposed model with experimental results have 

been published in the proceedings of  the International Symposium on Integrated 

Uncertainty in Knowledge Modelling and Decision Making (IUKM), 2018. The second 

proposal is a hierarchical attention mechanism based on the hierarchical structure of the 

input text in the sequence-to-sequence model for text paraphrasing. Sentence-level 

attention and word-level attention mechanisms make the representation layers more 

comprehensive in capturing relationships between structural components in the text. The 

proposed model with experimental results have been published in the proceedings of  the 

12th Multi-disciplinary International Conference on Artificial Intelligence (MIWAI), 

2018. The third proposal is a model that combines local attention and global attention 

mechanisms by defining and leveraging attention gates, aiming to reduce computational 

complexity while enhancing the ability to understand the input text and generate output 

text flexibly and accurately. The proposed model with experimental results have been 

published in the proceedings of  the 5th Asia Pacific Information Technology Conference 

(APIT), 2023. 

            - Proposed an End-to-End Seq2Seq model for the task of generating length-

constrained abstractive summarization. In the encoding phase, length information is 

encoded as a vector, combining the word embedding, positional embedding, and length 

information embedding. During the decoding phase, the desired length is utilized to 

supplement information for the output words, similar to the words in the input, and a head 

attention mechanism in the Transformer architecture is employed to effectively control the 

length of the output sequence. The proposed model with experimental results have been 

published in International Journal of Intelligent Automation & Soft Computing (IASC), 

2023. 

 12. Further research directions, if any:  



 

 At present, research in natural language processing has undergone significant 

transformations with the emergence of Large Language Models (LLMs). Our subsequent 

research endeavors will be oriented towards advancing the proposed techniques in the 

thesis within the context of LLMs' development. We aim to continue refining the results 

outlined in the thesis by exploring methods that leverage hierarchical text structures in 

conjunction with Reinforcement Learning with Human Feedback (RLHF) approaches, 

particularly in resource-constrained environments. Additionally, we intend to extend the 

proposed model to incorporate constraints on text generation, including length constraints 

as well as other constraints such as morphological, lexical, and content-related constraints. 

This research direction is geared towards pushing the boundaries of text generation models 

and addressing various constraints to enhance the practical applicability of the proposed 

methods. 
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