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11. Summary of the new findings of the thesis:  

The four main findings of the thesis are as follows: 

Firstly, the thesis proposed the close domain lifelong topic model algorithm CD-

AMC based on the AMC lifelong topic model with the must-link and cannot-link 

distilling knowledge solution from the close past domains instead of from all past 

domains. The thesis also proposed a general framework for applying close domain 

lifelong topic model to text analysis tasks. At the same time, two ways of determining the 

domain close to the current data domain: based on the predicate level - top word level - 

topic level and based on the past text classifier. The study deployed and applied the 

close-domain lifelong topic model to the Vietnamese multi-label classification task and 

the English sentiment classification task.  

Secondly, one-sample statistical test on 20 observations according to the t-

distribution for the hypothetical but unknown population mean showed that CD-AMC 

model actually has higher efficiency than AMC, about 0.27%. 

Thirdly, the thesis proposed the targeted close domain lifelong topic model named 

TCD-AMC which combines the CD-AMC model with the targeted topic model TTM, 

both taking advantage of the useful past knowledge from the close domains and more 

focused on each aspect specified through the target keywords. The thesis also deployed 

and applied the TCD-AMC model to the Vietnamese text multi-label classification task 

base on deep learning. Experimental results on six different setting methods showed that 



the TCD-AMC model improved performance compared to AMC model and other related 

topic models on the same dataset. 

Finally, the thesis proposed the lifelong machine learning model BiLSTM-KD-

NER that refined deep learning model knowledge distillation (past BiLSTM model 

parameters and past NER classification model) for the Vietnamese biomedical named 

entity recognition task and conducted experiments (including building experimental 

datasets) to evaluate the BiLSTM-KD-NER model. The experimental results on different 

scenarios showed that the efficiency of the proposed model took advantage of the 

knowledge distilled from the close domains to build a lifelong deep neural network in 

order to solve the limitation of catastrophic forgetting. 

Four scientific articles are published in Scopus and DBLP publications. 

12. Practical applicability, if any: 

13. Further research directions:  

 In the next time, the PhD student will focus on studies which may solve some of 

the remaining limitations of the thesis. In particular, the author will focus on conducting 

these following studies:  

 Firstly, modifying the BiLSTM-KD-NER model to test the model on 20 datasets 

of 20 product reviews from Amazon.com. In addition, the option to combine the 

BiLSTM-KD-NER model and the DC-AMC lifelong topic model on these 20 

datasets is also considered. 

 Secondly, exploiting modern tools to estimate Gibbs sampling parameter to 

improve LDA model to build topic model AN+1 for current domain dataset DN+1 

with little data. Deeply analyzing the lifelong neural topic model (LNTM) to 

improve the close domain measure, and at the same time, considering the 

implementation of DocNADE in order to improve the topics in the topic model 

for the current task; 

 Thirdly, improving must-link knowledge mining of three or more words or must-

link knowledge for narrow domain topics.  

 Finally, conducting research on methods in problem solving to solve the problem 

of catastrophic forgetting from neural network learning. 
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