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11. Summary of the new findings of the thesis: 

In the research scope, there are three research objectives which are are completely 

achieved, the details are as follows: 

Firstly, the thesis has analyzed the strengths and limitations of two effective 

dimensionality reduction methods in details including Multiple Kernel Learning for 

Dimensionality Reduction (MKL-DR) and Robust Principal Component Analysis 

(RPCA). The thesis recommends the improvement method for fMKL-DR by improve its 

performance in time-calculation to propose fMKL-DR method. The proposed method 



significantly reduces its time, then increases its applicability while the number of 

observational samples is more and more increasing. 

Secondly, the thesis has built two patient classification models for two diseases of 

cancer and Alzheimer. These two models with fMKL-DR and RPCA methods have 

helped reduce data dimensions. Furthermore, such models have integrated data from 

different datasets which helps take advantages of useful information in each set. These 

models have had great contributions because nowadays, each object has been observed in 

multiple ways, and each observed dataset has different useful information. Therefore, 

integrating information from different datasets is the tendency for present data analysis 

methods. 

12. Practical applicability: 

From our proposed patient classification model in the thesis, we can possibly easily 

build toolkits for classifying cancer patients and Alzheimer's patients. These toolkits will 

practically apply in the diagnosis and treatment of these diseases. Moreover, it is possible 

to easily extend to build a patient classification toolkit for other diseases. 

13. Further research directions 

Studying new dimensionality reduction methods and improving existing data 

dimensionality reduction methods, focusing on dimensionality reduction methods, which 

can be applied in biomedical problems. Moreover, focusing on research on deep learning 

methods, as it is a proven method to reduce data dimensionality. 

Building a number of data dimensional reduction toolkits, which are suitable for 

processing molecular biology data sets. In particular, the theoretical basis is based on data 

dimensional reduction methods, which combine data from many different data types to 

create a unified data set. In particular, the combination of image data and microarray data 

in the diagnosis and treatment of diseases is a potential research direction because the 

nature of each data type contains a lot of useful information. 
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